
DEPARTMENT OF PSYCHOLOGY CIP #182
June 1971

PERCEPTION IN CHESS

William G. Chase
and

Herbert A. Simon 
Carnegie-Mellon University

Report #71-16



<
«.

< 
C ,./<

PERCEPTION IN CHESS1 

William G. Chase and Herbert A. Simon 

Carnegie-Mellon University

What does an experienced chess player "see" when he looks at a chess 

position? By analyzing an expert player's eye movements, it has been shown 

that, among other things, he is looking at how pieces attack and defend each 

other (Simon § Barenfeld, 1969). But we know from other considerations that 

he is seeing much more. Our work is concerned with just what the expert 

chess player perceives.

The most extensive work to date on perception in chess is that done by 

de Groot and his colleagues (de Groot, 1965, 1966; Jongman, 1968). In his 

search for differences between masters and weaker players, de Groot was 

unable to find any gross differences in the statistics of their thought pro­ 

cesses: the number of moves considered, search heuristics, depth of search, 

and so on. Masters search through about the same number of possibilities 

as weaker players--perhaps even fewer, almost certainly not more but they 

are very good at coming up with the "right" moves for further consideration, 

whereas weaker players spend considerable time analyzing the consequences 

of bad moves.

De Groot did, however, find an intriguing difference between masters 

and weaker players in his short-term memory experiments. Masters showed a 

remarkable ability to reconstruct a chess position almost perfectly after 

viewing it for only five seconds. There was a sharp drop-off in this ability 

for players below the master level. This result could not be attributed to 

the masters' generally superior memory ability, for when chess positions



Abstract

This paper develops a technique for isolating and studying the per­ 

ceptual structures that chess players perceive. Three chess players of 

varying strength-r-from Master to novice were confronted with two tasks: 

(1) A perception task, where the player reproduces a chess position in 

plain view, and C2) de Groot's (1965) short-term recall task, where the 

player reproduces a chess position after viewing it for 5 seconds. The 

successive glances at the position in the perceptual task and long 

pauses in the memory task were used to segment the structures in the recon­ 

struction protocol. The size and nature of these structures were then 

analyzed as a function of chess skill.
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were constructed by placing the same numbers of pieces randomly on the 

board, the masters could then do no better in reconstructing them than 

weaker players. Hence, the masters appear to be constrained by the same 

severe short-term memory limits as everyone else (Miller, 1956), and their 

superior performance with "meaningful" positions must lie in their ability 

to perceive structure in such positions and encode them in chunks. Specifi­ 

cally, if a chess master can remember the location of twenty or more pieces 

on the board, but has space for only about five chunks in short-term memory, 

then each chunk must be composed of four or five pieces, organized in a sin­ 

gle relational structure.

One key to understanding chess mastery, then, seems to lie in the imme­ 

diate perceptual processing, for it is here that the game is structured, and 

it is here in the static analysis that the good moves are generated for sub­ 

sequent processing. Behind this perceptual analysis, as with all skills 

(cf. Fitts § Posner, 1967), lies an extensive cognitive apparatus amassed 

through years of constant practice. What was once accomplished by slow, 

conscious deductive reasoning is now arrived at by fast, unconscious percep­ 

tual processing. It is no mistake of language for the chess master to say 

that he "sees" the right move; and it is for good reason that students of 

complex problem solving are interested in perceptual processes (cf. Newell 

§ Simon, 197JO. Our main concern here is to discover and characterize the 

structures, or chunks, that are seen on the board and stored in short-term 

memory. 

Scope of the Study

The previous studies of chess perception make highly plausible the hypo­ 

thesis that the chess master encodes information about a position in chunks,
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but provide no direct methods for delimiting the chunk boundaries or de­ 

tecting the relations that hold among the components of a chunk. Evidence 

is needed on these points in order to discover how many pieces typically 

constitute a chunk, what the relative sizes are of the chunks of masters 

and weaker players, and how many chunks players retain after a brief view 

of a position.

The player f s perceptual processing of the board is so rapid--and prob­ 

ably unavailable to conscious introspection that it is impossible to obtain, 

an accurate verbal description of the process from him. Although eye move­ 

ments give us a record of how the board is scanned (de Groot, 1966; Simon § 

Barenfeld, 1969; Tichomirov £ Poznyanskaya, 1966; Winikoff, 1967), they don't 

tell us precisely which pieces are observed (especially in peripheral vision) 

and in what order; they only tell us the general area being aimed at by the 

fovea. And, of course, data on eye movements can't tell us what information 

is being abstracted from the display.

There are, however, other techniques, which have been used with verbal 

materials, that would appear promising for the problem at hand. Tulving 

(1962) has looked at clusters in free recall protocols; and Bower and Springston

(1970) have looked at the timing relations and pauses in the output. McLean 

and Gregg (1967) have used pauses to define chunks in rote learning. Ein-Dor

(1971) has studied chunking of visual stimuli in the form of Chinese ideograms, 

using a method essentially identical with our perception experiment.

The central objective of this study, then, is to isolate and define the 

chunks into which information is hypothesized to be encoded in chess percep­ 

tion tasks. We use two techniques. In the perception task, we ask chess 

players to reconstruct a chess position while it remains in plain view, and
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we use the subjects' successive glances at the board as an index of chunking.
\t**eter -fAt f-ohi/t-lit)**, &$ fk« expert me. hi** ''   "       -- ,.,.-..,-... ,. ^jf- ^ * J ,JThe basic assumption is thatjjthe subject^will encode only one chunk per 

glance while reconstructing the position.

In the memory task which is very similar to de Groot's task we ask 

chess players to reconstruct a position from memory after brief exposure to 

it, and we use the timing or clustering in recall to segment the output into 

chunks.

The memory task permits us to replicate the basic findings of de Groot 

and Jongman. These results are so important that it is essential to have 

an independent replication; moreover, the empirical results for the case of 

the random boards have never been reported in detail in the literature.

By using two different tasks, we obtain some protection against arti­ 

facts that might compromise the interpretation of our findings. One impor­ 

tant question we shall investigate is whether the chunks defined by the data 

from the perception task are essentially of the same size and character as 

the chunks defined by the data from the memory task.

In the following sections of this paper, we will report and analyze 

the main body of data obtained by presenting the two tasks to a chess master 

and to weaker players. Then we will investigate in somewhat greater detail 

the data for the chess master in middle game positions. In a final section, 

we will summarize our findings and our interpretation of them. 

Method

Three chess players, a master (M), a Class A player (A), and a beginner
*

(B), were used as subjects. Twenty games were selected from chess books and 

magazines to generate the stimuli. These were games between advanced players 

(masters, experts, and perhaps a few Class A players). Ten were middle game
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positions, at about White's 21st move, with 24 to 26 pieces remaining on 

the board. Ten were end game positions, at about the 41st move, with 12 to 

15 pieces remaining on the board. Not all the positions were "quiet"--i.e., 

some of them caught games at a point where an exchange of pieces was in 

progress.

In addition to the positions from actual games, eight random positions 

were generated, four from middle games and four from end games, by taking 

actual positions and replacing the pieces randomly on the board.

Perception Task. In this task, two chess boards were placed side by 

side, separated by about 6 inches. One of the 28 chess positions was set 

up on the subject's left, and the other board, free of pieces, was placed 

directly in front of him. A full set of pieces was placed to the right of 

the blank board. A partition between the two boards prevented the subject 

from seeing the position on the left. When the partition was removed, the 

subject's task was to reconstruct the position on the board in front of him 

as quickly and accurately as possible, glancing at the position on the left 

as often as he wished. His behavior was recorded on video tape.

Memory Task.--The procedure in the memory task was similar to that 

used by de Groot (1965), except that the subject was given multiple trials 

in each position. The boards were set up exactly as in the perceptual task. 

When the partition was removed, the subject was allowed to view the position 

on the left for 5 seconds, and the partition was then placed in position 

again. The subject then recalled, by placing pieces on the board in front 

of him, what he could remember of the position on the left, being allowed 

as much time as he wished (subjects rarely took more than a minute). If
(rt« boarJ »V> f ro^i of ^Ae J«6>iec^ texts c.(e,a*ed

the position was not reconstructed perfectly,^a second trial was conducted
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in the same way~-5 seconds of viewing, followed by free recall of the posi­ 

tion. Additional trials followed until the subject recalled the position 

perfectly, except for the random positions, which were too difficult to 

continue to criterion.

In the perception task, each subject processed 5 middle game positions, 

5 end game positions, 2 randomized middle game positions, and 2 randomized 

end game positions. He also processed the same number of each kind of posi­ 

tion in the memory task. 

Results

The video tape records for both tasks were analyzed by recording each 

piece as it was placed on the board, and by recording the time, within one 

tenth of a second, between the placing of that piece and the next one.

The time intervals were used to segment the protocols, in order to test 

the hypothesis that long pauses would correspond to boundaries between suc­ 

cessive chunks, while short time intervals between pieces would indicate 

that the pieces belonged to the same chunk in memory.

The nature of the chess relations between successive pieces, separated 

by long and brief pauses, respectively, were analyzed for information that 

would reveal how pieces are chunked perceptually. The occurrence of each 

of five chess relations between successively placed pieces was recorded: 

(1) attack either one of the two pieces attacks the other; (2) defense-- 

either one of the two pieces defends the other; (3) proximity-^each piece 

stands on one of the eight squares adjacent to the other; (4) common color-- 

both pieces are of the same color; and (5) common type--both pieces are of 

the same type (e.g., both are pawns, rooks, etc.).
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Accuracy of Reconstruction.--The accuracy with which the subjects 

reconstructed positions on the first trial in the memory task was analyzed 

for comparison with the previous findings of de Groot and Jongman. Accuracy 

was measured by the number of pieces placed on the correct squares of the 

board on the first trial after five seconds' view of the board. The num­ 

ber of pieces correct on subsequent trials was also computed, but chief in­ 

terest for our purposes centers on the first-trial results.

Insert Figures 1 and 2 about here

Figure 1 shows the results for the middle game positions, actual and 

random. Figure 2 shows the results for the end game positions, actual and 

random. The figures show the average number of pieces placed correctly by 

each subject on successive trials for all positions of the type in question. 

The standard errors, based on five scores, are shown for the first trial of 

the middle and end game positions.

In the actual middle game positions, M was able to place an average of 

about 16 pieces correctly on the first trial, while A and B placed about 8 

and 4, respectively. M was able to reproduce the board perfectly in 3 or 4 

trials, while A typically required about 1 or 2 more trials than M, but B 

took considerably more trials--as many as 14 in one case. M showed no such 

superiority in additional pieces placed in successive trials. In trials 

just beyond the first, M typically added about 4 more pieces to his previous 

reconstruction, while the gains for A and B averaged 5 or 6 pieces per trial. 

Of course, A and B, because of their poorer first-trial performance, had
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much more room for improvement than did M; this difference disappears when 

the learning curve reaches the level of M's first trial performance.

In the end game positions, M placed an average of about 8 pieces cor­ 

rectly on Trial 1, while A and B placed about 7 and 4, respectively. In 

these positions, M required 2 or 3 trials to reconstruct the positions 

perfectly; A, about 3 or 4; and B, between 4 and 7 trials. Thus, in both 

middle and end game positions from actual games, ability to retain infor­ 

mation from a five second view of the board was closely related to playing 

strength.

In the random, unstructured positions there was no relation at all 

between memory of the position and playing strength. Moreover, the first- 

trial performances of all three subjects on the random positions was even 

poorer than B's performance on the actual game positions.

There is some quantitative difference between M's performance on the 

actual middle game positions and the performance reported by de Groot for 

grandmasters and masters in middle game positions. Typically, de Groot's 

grandmaster and master subjects were able to replace about 23 or 24 pieces 

out of 25 correctly after 5 seconds (or less!) view of the board. M, as 

we have seen, averaged only 16 pieces. The most plausible explanation for 

the difference lies in the nature of the positions used in the tests. 

De Groot used positions from relatively recent grandmaster games (not known 

to the subjects), and excluded positions that were not "quiet"--i.e., posi­ 

tions where exchanges of pieces were in midstream. Some of the positions 

we used were from games between players of less than master caliber, and 

in several of them exchanges were under way.
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On the hypothesis that memory of positions depends on recognizing 

familiar configurations or "chunks" of pieces, a grandmaster or master 

would find it easier to remember positions like those he encounters in 

his play and study. Our subject, M, when interviewed after the experi­ 

ment, reported that he was troubled by positions that looked "unreasonable." 

He also reported difficulty with positions that were not quiet, complaining 

that he couldn't get the "sense" of the position when it was in the middle 

of an exchange.

Accordingly, our subjects were tested on nine new positions taken 

from a book of chess puzzles from actual master games (Reinfeld, 1945). 

Although the positions were tactical in nature, they were not in the middle 

of an exchange. For each subject, nine positions were chosen at random, 

and a single 5-second trial was conducted. For these new positions, B, A, 

and M averaged 33, 49, and 81 percent correct, respectively, as compared to 

18, 34, and 62 percent, respectively, on the first trial of the previous

positions. These figures are in very close agreement with those published

2 by de Groot (1966), and, taking the differences in stimuli into account,

our data unequivocally replicate de Groot's important results.

One unexpected result deserves note at this point. M recognized 4 of 

the 9 new positions, and always within the first second of exposure, yet M's 

performance was virtually identical for recognized vs unrecognized positions 

83 vs 79 percent, respectively. Also, for one of the previous middle game 

positions, M suddenly recognized the game after he had placed the pieces 

on Trial 1. This discovery did not, however, improve his recall of the 

position in any way.
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Time Intervals.--In the perception task, the first thing to look at 

is the distribution of times between successive pieces placed on the board. 

These times were analyzed separately for (1) within-glance intervals-- 

intervals between pieces placed without looking back at the original posi­ 

tion, and (2) between-glance intervals--intervals between two pieces separ­ 

ated by a glance back at the original position. These frequency distribu­ 

tions are shown in Figure 3 for each subject.

Insert Figures 3 and 4 about here

r< 
The results are straightforward and ^rfivTiil tj^ the same, with one ex-

ception, for all^subjects. Within-glance intervals seldom exceeded 2 sec., 

and the modal intervals were a half second or less. For the between-glance 

intervals, there was a tendency for the better players to take less time: 

the mean latencies were 2.8, 3.2, and 3.5 sec. for M, A, and B, respectively. 

The differences between these means are statistically significant (£ < .05) 

when tested against a pooled error term.

In the memory task, of course, there is no observable behavior that 

corresponds to the within-glance, between-glance distinction. If we wish 

to compare the time intervals for the two tasks, we must use the combined 

frequency distribution for the perception task. Figure 4 compares the com­ 

bined distributions for each subject in the perception task with the Trial 1 

distributions of the memory task.

The distributions of time intervals for the two tasks are not dissimilar. 

In the perception task, there is a preponderance of intervals under two sec­ 

onds, but a "tail" of longer intervals. In the memory task, there are numerous

i it
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intervals up to about two and one half seconds, and again a tail of longer 

intervals. The very short intervals in the distributions--one half second 

or less--are almost all cases where the subject picked up more than one piece 

of a kind (pawns or Rooks) at once, and placed them on the board in rapid 

succession. In general, it took at least a second to retrieve a piece from 

the side of the board.

The similarity of the two distributions encourages us to consider the 

following hypothesis about the nature of the perceptual chunks:

1. The pieces placed on the board by the subject in the perception 

task after a single glance correspond to a single chunk. About two seconds 

is required to recognize a chunk and store a label for it in short-term

memory.Ji When the label of a chunk is held in short-term memory, successive 

elements of the chunk can be recovered from long-term memory in some hun­ 

dreds of milliseconds.

2. A sequence of pieces placed on the board by the subject in the 

memory task with intervals of less than two seconds between successive 

pieces corresponds to a single chunk. The times required for the underlying 

processes are essentially the same in the memory task as in the perception 

task.

The hypothesis gains some plausibility from measurements in previous 

experiments of the times required to transfer information into short-term 

memory. In particular, Dansereau (1969), studying times of performance 

of mental arithmetic and related tasks, estimated that about two seconds 

was needed to begin processing a chunk whose label was held in short-term

memory, and/\about 300 milliseconds to transfer to short-term memory each
  "-"\ . .....

successive element of the chunk. "386*300 millisecond int^wa 1 ^4*»~ j»j J ********

A re /
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4HMF familiar from other experiments on the speed with which subjects can 

count down familiar lists (Landauer, 1962; Pierce § Karlin, 1957).

If our hypothesis is correct that time intervals of 2 seconds or more 

correspond to boundaries between chunks--then an examination of the chess 

relations between successive pieces within single chunks should show these 

relations to be quite different from the relations between successive pieces 

across chunk boundaries. Furthermore, if we are right in equating the sig­ 

nificance of long and short time intervals in the two distinct tasks-­ 

perception and memory--then the within-chunk and between-chunk chess rela­ 

tions in the perception task should be highly similar to the corresponding 
((Norit of our rewll^ ̂ ou/t/Jfd^e^fiM^irf//^ cAj>^ >'i u,& h0J aJdpfoJ a 2± indeacl o*t <• I Second boundar 
relations in the memory task^[ We turn next to tfiese tests of the hypothesis.

Chess Relations: Perception Task.--Table 1 shows, for each subject, 

the within-glance probabilities and mean interpiece latencies for each of 

the sixteen possible combinations of attack (A), defense (D), same color (C), 

same piece (S), and proximity (P) relations. For example, the first row 

shows latencies and probabilities for successive pieces which have no rela­ 

tion- -they are of opposite color, are not proximate to each other, and are 

not of the same type. The second row is for pieces that have only an attack 

relation. The last row (DPCS) is for pieces that have a defense relation, 

are within one square of each other, are of the same color, and are of the 

same type. This last row is comprised almost totally of pawn chains. Notice 

also that the color relation is carried redundantly with the defense relation 

(pieces defending one another are of the same color). Table 2 shows the 

corresponding data for between-glance probabilities and latencies.

Insert Tables 1 and 2 about here
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The first thing to notice is that these data are quite similar for all 

subjects. The latencies show the same systematic trends, and, for the prob­ 

abilities, the product moment correlations between subjects are quite high: 

M vs A = .93, M vs B * .95, and A vs B = .92. The same is true for the 

between-glance data, shown in Table 2, and the correlations for the proba­ 

bilities are about the same size: M vs A *= .89, M vs B = .89, and A vs B * 

.90. Thus, the same kinds and degrees of "relatedness" between successive 

pieces holds for subjects of very different skills.

The marginal row statistics, shown in the last six columns of Tables 1 

and 2 are, therefore, representative of all subjects. The first summary 

column shows the total frequency for each type of event. The second and 

third columns show the mean and standard error of the interpiece latencies. 

The fourth column shows the probabilities, based on the frequencies of the

first column. The fifth column shows the a priori probabilities, which would

tfprevail if successive pieces were chosen at random; The last column shows

a deviation score--the observed probability minus the a priori probability, 

divided by the standard error--assuming the normal approximation to the 

binomial. The a priori values can be considered exact since they are based 

on about 12,000 observations.

A comparison of Tables 1 and 2 reveals quite different patterns for 

the within-glance and between-glance probabilities. An examination of the 

^-scores shows that the between-glance probabilities are much closer to the 

chance levels than are the within-glance probabilities. In contrast, the 

within-glance probabilities are higher than chance for pairs of pieces with 

several relations, and lower than chance for pairs with few relations. In 

particular, the relations AP, DC, DPC, PCS, and DPCS have high probabilities, 

C, S, and null (--) relations have lower-than-chance probabilities.
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These probabilities are informative about the underlying structures 

that the subjects are perceiving. As mentioned before, the relation DPCS 

is almost totally composed of pawn chains, and the relation PCS consists 

almost totally of rows of pawns on the same rank. Note also that these two 

relations have much shorter latencies than the others. The relation DPC 

consists of pieces placed on adjacent squares which have a defense relation, 

and the relation DC consists simply of a defense relation which, of course, 

also implies the same-color relation. The low frequencies for the A rela­ 

tion suggests that attacks are noticed only if the pieces are in close spatial 
(Quf 3«Ja-fer #»& 0«M;4.W/ comffltfrt^ ?*1!»!!JM ' W*> |H ̂  <3/'fc««;dM W....li*&3utfih*»[ Chunk* of a CJ*e« Master) . ; 
proximity^ We~C7^S7 aiid null feTat ions are low because subjects are facing

pieces which usually have multiple relations. Thus, from the within-glance 

relations, it appears that subjects are noticing the pawn structure, clusters 

of pieces of the same color, and attack and defense relations over small 

spatial distances.

There is some indication from the between-glance probabilities that 

subjects are looking back at the chess position in order to complete some 

partially forgotten information or to obtain new information about a par­ 

tially completed structure. For example, the DPC, CS, and DC relations 

are slightly higher and the S and null relations are down somewhat from 

the chance level. Subjects also report that sometimes they look back at 

the chess position for specific partial information. But the striking thing 

about these data is that between-glance frequencies are much closer to the 

chance level than within-glance frequencies.

Insert Table 3 about here
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__ Insert this as second paragraph of page 15   
«

The procedure'of the perception experiment offers no absolute guarantee 

that the subject did not pick up more than one chunk at a glance. However, 

subjects reported that it was most comfortable to glance frequently at 

the board and not to retain much information in short-term memory. Moreover, 

especially with M, there was no evidence of perseveration in glances. 

The duration of most of his glances, including time for the head movement 

and time to place the next piece, was clpse to the 2-seoond boundary, 

and almost none was more than 4 seconds long. But the main test of the 

one-glance-one-chunk hypothesis lies in comparison of the data between 

perception and memory experiments.

'prooaoiiities

look the same for all subjects, and the correlations are about the same as 

in the perception data: M vs A « .91, M vs B = .95, and A vs B »' .95.

Insert Table 4 and Figure 5 about here

The first question of interest concerning the memory data is the 

relationship between interpiece latencies and the perceptual chunks: What 

evidence is there that pauses are associated with retrieval of new structures? 

The evidence seems fairly good on this point. It can be seen in Table 4 

that longer latencies are associated with fewer interpiece chess relations, 

and Figure 5 illustrates the relation between average interpiece latencies 

and the number of chess relations between the pieces. Another indication 

of this relationship is that latencies are correlated -.73 with the £- scores 

of (Po-Pe)/S.E. po .
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for /IPS &u+ tve <*»lt »oi tom>eler <4 became t+ <KCt/r*-e,/ e*»^ '+iuic.*,j&*ct io+k of He>>€. for ft) 

A closer look at Table 4 reveals that the lowest latencies! occur for 

pawn formations (PCS and DPCS) and for pairs of Rooks or pairs of Knights 

that mutually defend each other (DCS). The other relation that occurred 

much more than chance was that of adjacent pieces that have a defense 

relation (DPC) , although these latencies were relatively long. It seems 

clear, however, that if there is a long pause in the recall, the pieces 

are not likely to be closely related.

Insert Table 5 about here

We next turn to the hypothesis that time intervals of roughly 2 sec­ 

onds or more correspond to boundaries between chunks. If this hypothesis 

is correct, the chess relations with latencies greater than 2 seconds ought 

to look like chance occurrences, whereas the relations occurring within 2 

seconds ought to show even more structure. Table 5 shows the memory data 

of Table 4 partitioned into relations for latencies less than (or equal to) 

2 seconds, and chess relations for latencies greater than two seconds. It 

is clear from Table 5 that the hypothesis is essentially correct.

For the long pauses, the only relation that is considerably above 

chance is that of adjacent pieces with a defense relation (DPC). Apparently, 

a new chunk isn't retrieved from memory completely at random. Subjects use 

the partially constructed board to retrieve new information, and the new in­ 

formation often consists of the DPG relation. Also it is clear from subjects' 

verbal reports and from watching subjects that the overall recall pattern is 

systematic-- e.g., counterclockwise or clockwise recall and that local prox­ 

imities are very important.
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A second hypothesis we wish to consider is that the short and long 

time intervals of the memory task have the same meaning as the within- and 

between-glance distinctions, respectively, of the perception task. The 

similarity of these patterns becomes evident when we lay the probabilities 

side by side, as in Table 6, and contrast them with the a priori probabili­ 

ties. There are some slight differences between the perceptual and memory 

probabilities, but these differences are everywhere small compared to their 

differences with the a priori probabilities. Table 7 illustrates this simi­ 

larity more sharply by showing the matrix of correlations derived from Table 

6. There are two clusters of correlations in this table. First, the within- 

glance probabilities (perception task) from actual game positions are highly 

correlated with the probabilities for the short pauses in the memory task, 

and the within-glance probabilities from random games are moderately correlated 

with these two. Second, the between-glance probabilities in random positions, 

between-glance probabilities in game positions, probabilities for long pauses 

of the memory task, and a priori probabilities are all highly intercorrelated.

On the basis of these data, it is reasonable to conclude that the time 

intervals in the two variants of the experiment- -perceptual and memory- -have 

basically the same information processing significance. The processes that 

occur during an interval of more than two seconds between the placing of two 

pieces appear to be significantly different from the processes that occur 

during an interval of less than two seconds. Moreover, the nature of the 

differences in frequencies of relations in the two cases makes it reasonable, 

at least tentatively, to apply the term "chunk" to the set of pieces placed 

on the board in either experiment within the boundaries of a pair of long 

time intervals.
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One final comparison between the perception and memory task concerns 

the chunk size. Recall that in the perception task there was a systematic 

difference in the duration of the glances as a function of chess skill, 

 with less time being taken by the more skilled players. But the average 

number of pieces per glance did not vary systematically as a function of 

chess skill. For the middle game positions, the average number of pieces 

per glance was 2.0, 2.8, and 2.0, respectively, for M, A, and B. For the 

memory experiment, however, the corresponding number of pieces per chunkL.T t'*L
was JWT, 2.1, and,^5, respectively. Thus, it appears that the chunks are 

about the same size in both tasks, but that chess skill is reflected in 

the speed with which chunks are perceived in the perception task and the 

size of the chunks in the memory task.

We undertake next to examine further evidence that will help us decide 

whether the chunks defined by long pauses have the properties we would ex­ 

pect from our previous experimental knowledge of perceptual chunking. 

Chunk Size and Memory Span

Having segmented the recall protocol into chunks, we are now in a posi­ 

tion to test the hypothesis that recall is limited by the number of chunks 

that can be held in short-term memory. We interpret this hypothesis to mean 

that M's superior recall should be associated with larger chunks, but that 

the number of chunks should be a small constant within the memory span 

(7 +_ 2) for all subjects.

One problem with this analysis must be dealt with first: The recall 

protocols generally consist of two phases an initial recall phase, followed 

by a reconstruction phase. The general practice of the subjects was to place 

first those groups of pieces they thought they remembered well, then to search
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memory for additional pieces. During the first phase placing pieces in 

recall without "problem solving"--chunks tended to be relatively large and 

errors relatively few. During the second phase, pieces tended to be placed 

one by one (pawns sometimes by pairs or triads), time being taken for deli­ 

beration between pieces. Errors were relatively frequent, and in many in­ 

stances the player appeared to be determining where pieces ought to be (i.e., 

where they would function well, or where they are often posted in actual 

games), rather than recalling where he had actually seen them. This behavior 

was more true of M than the other subjects. De Groot (1966) points out, in 

fact, that subjects can average better than 44% simply by putting down the 

"average" or prototype position derived from master games.

To avoid inflating our estimate of the number of chunks, we need a way 

of distinguishing the recall phase from the reconstruction phase. To iden­ 

tify the reconstruction phase, we adopted the criterion of an extremely 

long pause (10 sec. or more) followed by mostly errors, or a series of long 

pauses (5 sec. or more) with errors. Based on this criterion, Table 8 shows, 

for each of the subjects in the memory experiment, the average sizes of 8 

successive chunks on the first trial for the actual middle game and end game
^iMjber af C-hvvj^ r  «.«//  /,.

positions. The last column of the table shows the average^jaJjBHIBMBb-for 

the first trial in each of these positions.

Insert Table 8 about here

We observe, first, that chunk size is related to chess skill for the 

first few chunks, but that this difference disappears in later chunks of 

the protocol. This relation is less true of the end game positions, and
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chunks are also smaller for the end games. The middle game-end game differ­ 

ence simply reflects the fact that end games are less structured than middle 

games.

The gradual drop in chunk size during recall could be due to several 

things. First, it may be that subjects simply recall their larger chunks 

first. Second, it is well known that recall has an interfering effect on 

short-term memory, and it may be that interference causes large chunks to 

break up into smaller chunks as some of the relations are forgotten. Third, 

the later chunks may be contaminated by some of the piece-by-piece recon­ 

structions that are missed by our criterion; perhaps the first guesses are 

the best and are more likely to be correct.

We observe, second, that the average number of chunks for each subject 

is well within the memory span, as hypothesized; but, contrary to our expec­ 

tation, the number of chunks is related to chess skill.

Taken at face value, these data suggest that M achieves his superior 

performance by recalling both more chunks and larger chunks. This seems a 

rather surprising result; we know from the performance on randomized posi­ 

tions that M does not have a superior memory capacity.

Where, then, do these extra chunks come from? There are at least two 

possibilities. First, it may be that M does not store a small number of 

unrelated chunks in short-term memory. Rather, he may be able to organize 

the chunks on the board in some as yet undetermined way so that more chunks 

can be stored. In this way, M will get more information from the partially 

reconstructed board than weaker players about what the rest of the position 

should be. In other words, the data should make us skeptical of an overly 

simple theoretical position that postulates that short-term memory consists 

of a linear list of seven or so unrelated chunk slots.
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A second possibility, discussed earlier, is that M is reconstructing 

part of the position from his general knowledge of such positions, and our

criterion for these reconstructions doesn't pick up all these responses
more 

because they are^likely to be correct for M than for the other players.

In summary, the data on chunk size and memory span confirm the hypothe­ 

ses that chunk size is larger for more skilled chess players, and that the 

number of chunks is within the memory span. However, the hypothesis that 

the number of chunks is invariant over different levels of chess skill is 

not supported. 

Perceptual Chunks of a Chess Master

De Groot and Jongman have made some observations on the nature of the 

perceptual chunks into which grandmasters and masters encode information. 

In their experiments, however, these authors had no objective means for 

detecting chunk boundaries. Our data give us an operational method of 

characterizing chunks, which we will apply to the middle game memory ex­ 

periments of subject M.

Insert Table 9 about here

Table 9 shows for M the sizes of successive chunks for the five middle 

game and nine puzzle positions for Trial 1 of the memory experiments. The 

great bulk of the 77 chunks (two or more pieces within two sec.) in these 

fourteen positions belong to a very small number of types. Of the 77 chunks, 

only 17 couldn't be classified into the following three categories: Pawn 

chains, castled-King positions, or clusters of pieces of the same color. 

Over half the chunks (47) contained a pawn chain, sometimes with nearby
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supporting pieces and sometimes with blockading pieces or pawns of the 

opposite color. Ten chunks consisted of a castled-King position a strong 

and often-used defensive structure sometimes with nearby pieces. Twenty 

seven chunks consisted of clusters of pieces of the same color (exclusive 

of castled-King positions), and eighteen of these were of very familiar 

types: nine chunks consisted of pieces on the back rank (Rank 1 or 8), 

often in their original undeveloped position; and nine chunks consisted of 

connected Rooks (mutually supporting), or the Queen connected with one or 

two Rooks--a very powerful attacking structure. These categories are not 

mutually exclusive since some chunks contain more than one of these cate­ 

gories. For example, a castled-King position also contains a pawn chain, 

and sometimes pawn chains and clusters of pieces occur within the same chunk. 

The point is, however, that over 75% of M's chunks belong to only three 

types of chessboard configurations, all highly familiar and stereotyped.

One further analysis was carried out on M's protocols. From an examina­ 

tion of the chess relations, it appeared that subjects were not attending 

to the attack relation as much as the defense relation. Recall that the at­ 

tack relation appeared more often than chance only if the attacking piece 

was also on an adjacent square. But a casual look at M's protocols indicated 

that some attacking pieces were clustered in his protocols.

Therefore, to test this hypothesis more objectively, the fourteen mid­ 

dle game and puzzle positions were analyzed by the authors to find the strongest 

attacks; eighteen such attacks were found, consisting mostly of pieces at­ 

tacking the opponent's King position. Of these eighteen attacks, eleven 

were chunked in M's protocols, in the sense that at least two of the attacking 

pieces appeared within the same chunk; rarely did the attacked pieces also
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appear in the same chunk with the attackers. Of the eleven attacks, six 

consisted of Rook and Queen-Rook combinations--one chunk also contained a 

pawn in combination with the Queen and Rook--, and the other five chunks 

consisted of a Knight in combination with a Queen or Rook.

Thus, it appears that there are two kinds of attacks that get chunked. 

The first kind is a fortuitous attack characterized by an attack relation 

between two adjacent pieces. The second kind of attack is more abstract 

and involves combinations of pieces of the same color converging, usually, 

on the opponent's King position. The relation between the attacking pieces 

wouldn't appear as an attack relation; these pieces would either have no 

relation or a defense relation. These attack chunks would also be stereo­ 

typed, often involving classic maneuvers against a stereotyped defensive 

position.

M would be able to recognize all these chunks provided that he has 

stored in long term memory a modest vocabulary of variant patterns for 

each of a half dozen types of configurations. The estimates given in Simon 

and Barenfeld (1969) as to the size of vocabulary required appear now to be, 

if anything, somewhat too large.

Thus, we can account for M's performance in recalling positions he has 

seen for five seconds if we postulate that he has a short term memory of 

average capacity, but a long term memory capable of recognizing:

1. A variety of chunks consisting of pawns (and possibly Rook and 

minor pieces) in common castled-King configurations;

2. A variety of chunks consisting of common first-rank configurations;

3. A variety of chunks consisting of common pawn chain, Rook-pair, and 

Rook and Queen configurations;
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4. A variety of common configurations of attacking pieces, especially
•<>along a file, diagonal, or around an opponent's castled-King position.

Conclusion

By confronting chess players of varying strength--from master to novice-- 

with a perception task and a memory task, we have shown that the amount of 

information extracted from a briefly exposed position varies with playing 

strength, thus confirming earlier experiments of de Groot, Jongman, and others.

By measuring the time intervals between placements of successive pieces 

when the subjects attempted to reconstruct the positions, we were able to 

identify the boundaries of perceptual chunks. The data suggest that the su­ 

perior performance of stronger players (which does not appear in random posi­ 

tions) derives from the ability of those players to encode the position into 

larger perceptual chunks, each consisting of a familiar sub-configuration of 

pieces. Pieces within a single chunk are bound by relations of mutual defense, 

proximity, attack over small distances, and common color and type.

There is also some evidence that chunks may be held together by more 

abstract relations. There are more chunks in recall for the stronger players, 

yet the frequencies of between-chunk relations (of the kinds we recorded) are 

all close to chance. This may derive from a hierarchical organization of the 

chunks--related to chess skill--that is more abstract than the simple chess 

relations we have measured. Further, in M's protocol there is good evidence 

that pieces converging on the opponent's King-position (or sometimes on other 

vulnerable positions) are chunked a more abstract but fairly well-defined 

attack relation.
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Finally, the number of chunks retained in short term memory after brief 

exposure to chess positions is about of the magnitude we would predict from 
immediate recall of common words (Miller, 1956) and copying of visual pat­ 
terns (Ein-Dor, 1971).
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Footnotes

This work was supported by Public Health Service Research Grant 

MH-07722 from the National Institute of Mental Health. We are indebted

to Hans Berliner for his masterful performance as a subject.

2 There were other differences between de Groot's procedure and ours.

For example, de Groot always informed his subjects about who was on move 

(white or black), and the subject always viewed the board from that per­ 

spective, whereas our subjects didn't know who was on move and they always 

viewed the board from the perspective of the white player. These differ­ 

ences would seem to be minor, however, compared to the differences in "quiet"

positions.
cf §

The a priori probabilities were calculated by first recording, for

each position, all relations that exist between every possible pair of 

pieces; the a priori probability for a relation, then, is simply the total 

number of occurrences of a relation divided by the total number of possible 

pairs. The a priori probabilities were based on 30 positions, and the ran­ 

dom a priori probabilities were based on 8 random positions.

Only the chess relations from actual game positions were analyzed 

for the memory task. Trial 1 recall of the random positions was so poor 

that there simply weren't enough data to make any comparisons.

The master's vocabulary of recognizable configurations inferred by 

Jongman (1968) is very similar to the list above.

in ^/,,'s £>j>enmenT /.$

pieces. We, J>a U e rep)>oa+tj
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Table 1

Chess Relations: Within-glance latencies (RT) and probabilities (P) 

for each subject (M,A,B), and total frequencies (N), average latencies 

(RT), standard error of average latencies (SE —p), observed probabilities
Rl

(Po), a priori probabilities (Pe), and deviation scores (Z) for combin­ 

ations of the five chess relations, Attack (A), Defense (D), Spatial 

Proximity (P), Same Color (C), and Same Piece (S).

M
Relations RT

A 
RT P

B
RT

i
i

A :
p
c .
s

AP
AS

DC

PC

PS

CS

APS
DPC

DCS
PCS

DPCS

4.63 j

1.60

1.30
1.53

.80 ;

1.23
--

1.53

1.17

2.10

1.44
— _

1.30

1.50
.41
.53

.044

.011

.011

.099

.022

.044

0

.099

.033

.022

.077

0

.132

.044

.154

.209

1.48

1.90

1.80
1.40
1.35

1.85
--

1.44

1.51

.77

1.08
„. _

1.19

.50

.46

.41

.035

.009

.009

.060

.017

.052

0
.103
.060
.026
.043

0
.190

.017

.155

.353

i
;
! 1.40

— _

1

1.75

.80 •

1.78 ;
:

1.38 ,
.72

.30

.58
•• *•»

1.04
__

.41

.48

0

.013

0

.125

.013

.063

0

.100

.063

.013

.050

0

.113

0

.188

.263 i

8
|

•J

2
j

26

5
is!
0 |

29 i
15

6 !
16

0 i
43 :

;

6 !
47 j
66'

3.05'
1.63

1.55
t

1.58
1.02

,

1.65,
i

i
1.45;

1

1.18

1.131

1.11
•• •»

1.19

1.17
.43
.47:

1.321

.119

.177

.173

.163

.206
--

.104

.126

.322

.190
^ •»

.081

.385

.043

.033

.028

.010

.007

.091

.017

.052

0

.101

.052

.021

.056

0

.150

.021

.164

.230

.320

.0201

.0057

.255

.148

.0077

.0025

.0423

.0159

.0075

.0939

.0022

.0469

.0057

.0105

.0162

-30.1
-1.6

.3
-9.7

-16.9

3.4
--

3.3

2.8

1.6
-2.8

•• •*

4.9

1.8

7.0

8.6

N RT

All Players
cp__ •btRT Po Pe

1.22 .99 .89 1.04
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Table 2

Chess Relations: Between-glance latencies (RT) and probabilities (P) 

for each subject (M,A,B), and total frequencies (N), average latencies 

(RT), standard error of average latencies (SE ~), observed probabilities 

(Po), a priori probabilities (Pe), and deviation scores (2) for combin-

ations of the fi 

ity (P) , Same Co

Relations RT P

— ..

A

P

C

S

AP

AS

DC

PC

PS

CS

APS

DPC

DCS

PCS

DPCS

3.76

2.50

2.35

2.94

2.63

1.25
- -.

1.63

1.27

4.63

4.06
_-

1.55
--

3.50
--

.213

.013

.025

.338

.OSOx

.025

0

.050

.0*38

.038

.063

0

.138 '

0;

.013'

o

ve chess

lor (C), 

A 

RT

3.25 : .
3.80 .

4.60 .

3.15 .

2.75 .

3.05 .
--

2.91 .

1.20 .

3.10 .

8.10 .
__

2.58 .

.90 .
—

1.90 .

relations 

and Same

P RT

255

055

036

236

036

036

0

127

018

018

055

0

073

036
o ;

018 !

5.20

3.63

3.52

3.38

3.43

3.70
--

3.33

3.00
--

2.75
— -

2.51
--

5.20

.70

, Attack (A), Defense (D) , Spatial Proxim- 

Piece (S).
.1

B ij All Players
'» __ cp __ i

P N RT RT ; Po Pe 2

.156 '

.052 '

.065'

. 260

.052

.052

0

.156

.026

0

.026

0

.117 !
1

o :
.026

.013

43 , 4.00

8 3.55

9 3.50

60 3.14

10 2.97

8 2.92

0

23 2.91

6 1.83

4 4.25

10 5.01
0 --

24 2.08

2 .90

3 4.63

2 1.30

t

; .434

.926

.527

.182

.311

.638

0

.277

.346

1.121

1.435

0

, .157

0

.484

.424

.203

.038

.042

.283

.047

.038

0

.108

.028

.019

.047

0

.113

.009

.014

.009

.320

.0201

.0057

.255

.148

.0077

.0025

.0423

.0159

.0075

.0939

.0022

.0469

.0057

.0105

.0162

-4.2

1.4

2.7

.9
-6.9

2.3
--

3.1

1.1

1.2

3.2
_ _

3.0

.6

.5
-1.0

2.86 3.30 3.58 3.24



Table 3

Chess Relations for the Random Positions: frequency (N) , average 

latencies (RT) , standard error of average latencies (SE ) , observed

probabilities (Po) , a priori probabilities (Pe) , and deviation scores (Z)

for the five chess relations, Attack (A), Defense (D) , Spatial Proximity 
(P), Same Color (C) , and Same Piece (S).

Relations N RT

Within-Glance

! Po Pe

Between-Glance

i N RT SERT Po Pe

__

A

P

C

S
AP

AS

DC

PC

PS

CS

APS

DPC

DCS

PCS

DPCS

2

1

2

7

2

16

2

6

10
10

6
0

19

6
20

3

1.95
1.20

1.30

1.09

.80 ,

1.25

1.90

1.12

1.17

.97

.65
_ —

.77

1.07

.51

.43

.94

.672

.001

.141

.172
,.212
.124

.001

.136

.178

.141

.087
__

.160

.195

.082

.152

.018

.009

.018

.063

.018

.143

.018

.054

.089

.089

.054

0

.170

.054

.179

.027

.298

.0265

.0046

.287

.150

.0351

.0013

.0238

.0126

.0139

.101

.0053
i

.0265

.0013

.0060

.0066

-22.4
-2.0

1.1
-9.8

-10.5

3.3

1.3

1.4

2.8
2.8

-2.2

_ _

4.1
2.5

4.8

1.3

: 24

1

i! 3

'i 26•i
I; n
; 9

i. 2
•:' 6-

j 7
i- 3i-
- 6

i; 0
' j

; 12
r 6

2

3

4.58

1.50

2.93

2.99

2.99

4.59

3.10

2.30

2.27

2.17

2.30
__

2.77
1.07

3.65

.43

3.29

.736
--

.314

.227

.620

1.166

.001

.253

.351

.446

.230
_ _

.206

.195

.601

.152

.214

.009

.027

.232

.098

.080

.018

.054

.063

.027

.054

0

.107

.054

.018

.027

.298

.0265

.0046

.287

.150

.0351

.0013

.0238

.0126

.0139

.101

.0053

.0265

.0013

.0060

.0066

-2.2

-2.0

1.4
-1.4

-1.8

1.8

1.3

1.4

2.2

1.7
-2.2

--

2.8
2.5

.9

1.3
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Table 4

Chess Relations for the memory experiment: coverage latencies (RT), 

observed probabilities•(Po), frequency (N), standard error of average 

latencies OSE?^), a priori probabilities (Pe), and deviation scores (Z)
for combinat

I\i

ions of the
Spatial Proximity (P) ,

M
Relations RT

-- 6.67 ;
A 2.86 ;
P 2.53
C 3.57
S 3.24

AP 2.80
AS 2.40
DC 3.99 !

PC 3.37

PS .40
CS 2.86

APS .50
DPC 2.22

DCS ; 1.19

PCS .63

DPCS .97

2.98

Po

.147

.012

.010

.150

.065

.007

.010

.070

.027

.002

.055

.005

.175

.035

.107

.122

A
RT

5.18 i

4.94

3.20

6.28

7.35

2.80

1.60

2.96

6.10

.80

4.83
--

2.69

.65

.92

1.08

3.19

five
Same

Po

.117

.019

.004

.140

.039

.012

.012

.035

.019

.008

.027

0

.214

.078

.167

.109

chess

Color

!

i

RT

4.53

3.60

8.00

3.04

1.22

5.00

1.80

3.18

2.90

4.60

1.90
--

3.01

, 2.28

.67

.73

2.68

relations, Attack

(C) , and Same

B ID !'
|

Po j N

.124 ] 114

.010 ; 12

.005 6

.163 i 129

.025 ; 41
i

.025

.005

.064

.045

.010

.054

0

.213

.050

.114

.094 i

16

8

50

25

5
40

2
168
44

109

96

Piece

-

If

5.81

3.85

3.55

4.19

4.00

3.18

2.02

3.60

3.75

2.24

2.94

.50

2.58

1.19

.75

.95

2.97

(A), Defense (D) ,

(S).

All

SERT

.552

,1.026

' .886

.426

.726

.552

.289

.627

.840

1.135

.585

0

.207

.128

.116

.111

Players
Po

.132 .

.014 .

.007 .

.149 .

.047 .

.018 .

.009 .

.058 .

.029 .

.006 .

.046 .

.002 .

.194 .

.051 .

.126 .

.111 .

Pe

320

0201

0057

255

148

0077

0025

0423

0159

0075

0939

0022

0469

0057

0105

0167

Z

-16.4
-1.6

.4
-8.7

-13.9

2.4

2.1

2.0

2.3
-.7

-6.7

.1

11.0

6.0

10.2

8.9
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Table 5

Chess relations for the memory data for long and short interpiece 

latencies for combinations of the five chess relations, Attack (A), 

Defense (D), Spatial Proximity (P), Same Color (C), and Same Piece 

(P).

Relations N

-- 15

A 5
P 2

C 43

S 14

AP 7

AS 5

DC 26

PC 13

PS 4

CS 22

APS 2

DPC 95

DCS 38

PCS 104

DPCS 86

less than 2 sec. 

RT SE^r Po Pe

1.75

1.50

1.75

1.48

1.23

1.39

1.44

1.22

1.48

1.00

1.18

.50

1.28

.91

.57

.68

.062

.188

.177

.052

.121

.168

.100

.082

.114

.300

.120

0
.045

.071

.044

.046
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.010

.004
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.029

.015

.010
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.004
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.079

.216
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.0201

.0057
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.0077

.0025

.0423

.0159

.0075

.0939

.0022

.0469

,0057

.0105

.0162

Z

-36.4
-2.1

-.5

-12.7'

-15.5

1.3

1.7

1.1

1.5

.2
-5.1

.7

8.3

6.0

11.0

9.3

1 

i

N

, 99

7

4

86

27

9

3

24

: 12

1 1
I 18
!

i 73

6
! 5
1 10

greater 

RT SE^jr

6.42

5.53

4.45

5.54

5.43

4.58

3.00

6.17

6.20

7.20

5.10
--

4.28

2.97

4.58

3.34

.612

1.452

1.073

.586

.994

.670

.245

1.079

1.444
--

1.096
--

.392

.259

1.564

.583

than 2 

Po

.258

.018

.010

.224

.070

.023

.008

.063

.031

.003

.047

0

.190

.016

.013

.026

sec. 

Pe

.320

.0201

.0057

.255

.148

.0077

.0025

.0423

.0159

.0075

.0939

.0022

.0469

.0057

.0105

.0162

Z

-2.8

-.3

.9
-1.5

-6.0

2.0

1.2

1.6

1.7
-1.9

-4.4

--

7.2

1.6

.4

1.2

1.02 5.40



Chase' & Simon

Table 6 

A comparison of the perceptual, memory, and a priori chess relation

probabilities for coi

(A), Defense (D) , Sp 

Piece (S).

Perception

Chess 
Relations

«._

A

P

C

S

AP

AS

DC

PC

PS

CS

APS

DPC

DCS

PCS

DPCS

o o
§
__ •

Within-G] (Random)

.018

.t)09

.018

.063

.018

.143

.018

.054

.089

.089

.054

0
.170

.054

.179

.027

tt> ' 
0 
C
03_ i

Within-G] 
(Games)

.028

.010

.007

.091

.017

.052

0

.101

.052

.021

.056

0

.150

.021

.164

.230

cnbinatio 

atial Pr

Memory
Ar"r ' "\

OJ

O 
V) <D 
V) V)

.-} CM

.031

,010

.004

.089

.029

.015

.010

.054

.027

.008

.046

.004

.198

.079

.216

.179

ns of the five 

oximity (P) , S

Perception
T *

O

C
cd
rH
r f\

Between-( (Random)

.214

.009

.027

.232

.098

.080

.018

.054

.063

.027

.054

0

.107

.054

.018

.027

-\

o
0 
C
oj
rH 
r n

Between-( 
(Games)

.203

.038

.042

.283

.047

.038

0

.108

.028

.019

.047

0

.113

.009

.014

.009

chess 

ame Col

Memory

£
Greater 1 

2 sec.

.258

.018

.010

.224

.070

.023

.008

.063

.031

.003

.047

0

.190

.016

.013

.026

relations, Attack 

.or (C) , and Same

f

•H

O tf) 
•H (D
H 6
CXi Oj

.320

.0201

.0057

.255

.148

.0077

.0025

.0423

.0159

.0075

.0939

.0022

.0469

.0057

.0105

.0162

A Priori (Random)

.298

.0265

.0046

.287

.150

.0351

.0013

.0238

.0126

.0139

.101

.0053

.0265

.0013

.0060

.0066
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Table 7

Intercorrelation matrix for the perceptual, memory, and 

£ priori chess relation probabilities.

1 Within-Glance (Random)

2 Within-Glance (Games)
Perception

3 Less than 2 sec ~r Memory

4 Between-Glance (Random)

5 Between-Glance (Games)

6 Greater than 2 sec

7 A Priori

>Perception

?• Memory

.49 .59 .06 .02 .09 -.19

.89 .06 .12 .18 -.04

.08 .10 .23 -.03

.92 .93 .91

.91 .81

.87



Table 8

Average Sizes of Successive Chunks for each player, middle game and 

end game positions. Memory experiments, first trial.

Average 
Successive Chunks Chunks/Trial

Middle 
Games

End
Games

M

A

B

M

A

B

1

3.8

2.6

2.4

2.6

2.4

2.2

2

3.0

2.5

2.1

1.6

1.4

2.4

3

2.5

1.8

2.0

1.4

2.0

2.2

4

2.3

1.6

1.6

1.8

2.0

1.0

5

1.9

1.7

1.4

1.8

1.0

1,0

6

1.5

1.7

1.5

1.2

1.0

1.0

7

2.2

2.1

1.0

2.3

1.0

1.0

8

2.

2.

2.

1.

1.

0

5

0

0

0

0

7.7

5.7

5.3

7.6

6.4

4.2



Table 9

Size of the Master's Successive Chunks for the 5 Middle Game and 9 

Puzzle Positions. Memory experiment, first trial.

Successive Chunks

6 7 8 9 10 11 12 13
Ml

M2

M3

M4

MS

PI

P2

P3

P4

P5

P6

P7

P8

P9

6

3

4

4

2

3

4

2

6

5

3

8

2

3

7

2

2

2

2

7

S

2

3

2

4

4

1

2

1

1

5

1

2

4,

1

2

5

3

4

5

2

1

2

2

2

1

4

2

2

4

2

3

1

3

4

2

2

2

4

1

1

1

3

1

2

1

3

4

2

2

1

1

1

2

3

3

1

1

1

2

1

3

1

5

1

2

1

4

2

2

3

1

1

1

2

1

4

2

3

1 !
12212

2

2

2

111

2

2331

3.9 3.2 2.6 2.6 2.1 1.6 2.2 2.0 1.6 1.8 2.0 1.0 2.0 
S.E. .46



Figure Captions

Figure 1. Learning curves of the Master (M), Class A player (A), 

and Beginner (B) for the Middle game and random Middle game positions. 

The brackets are standard errors based on five positions.

Figure 2. Learning curves for the end game and random end game 

positions. The brackets are standard errors based on five positions.

Figure 3. The frequency distributions, for each subject, of the 

interpiece intervals for the within glance and between glance times of 

the perception task.

Figure 4. A comparison of the frequency distributions of the inter- 

piece intervals for the perception and memory experiments.

Figure 5. The relation between interpiece latencies and the number 

of relations between pairs of successively placed pieces in the memory 

task.


