
ESSAYS & COM M ZNTARIES

Varieties of Limits to Scientific 
Knowledge
An exploration into how limits can advance our understanding

S tudying the limits of knowledge is an effective way to increase knowledge. Chart 
ing the boundary between what we do and do not know can enrich science. A 
recent burst of activity, centered around the notion of limits to scientific knowl 

edge, has led to a series of workshops, papers, and books [1-5]. In this paper, we take a 
critical look at the notion of limits, and the role they play in scientific research.

At any given time, our body of scientific knowledge has limitations that reflect the 
temporary endpoint of investigations so far. In general, we say that scientific research 
is conducted at the "frontiers" of what is known. Expanding the frontiers is indeed an 
apt metaphor for the growth of scientific knowledge. In contrast to those ever-expand

ing outer limits to scien 
tific knowledge, temporary 
markers for work-in-pro 
gress, we may wonder whe 
ther there are not more per 
manent frontiers or holes 
that in principle cannot be 
filled in. In other words, we 
are interested in the ques 
tion of whether there are in 
trinsic limits to scientific 
knowledge. What can we say 
more generally about such 
intrinsic limits? Can we con- 

| struct a framework within 
which to discuss these types 
of limits? The present paper

presents an initial attempt to come to grips with these questions, and to point out some 
possible steps towards a classification of limits.

Scientific progress was considered virtually unlimited, even unstoppable, a hun 
dred years ago. Such a positive outlook has given way, in this century to a more sober 
reflection on various factors that may limit further growth of scientific knowledge. Eco 
nomic considerations as well as concern for the environment are two important fac 
tors, and we may be reaching technological limits as well. While it is notoriously diffi 
cult to predict technological breakthroughs (scientists, by nature conservative, do not 
have a good track record in this respect), there seem to be some fundamental limita 
tions that stand in the way of further progress. One example is the finite speed of light,

Any area of knowledge is structured by an 
intricate Interplay of limits intrinsic to that area. 
Limits have two opposite functions: setting apart 
and joining. An apparently restrictive limit may 
actually reveal itself as liberating. This article 
discusses the role that limits play in the real 
world, in our mathematical idealizations and in 
the mappings between them. The article also 
proposes a classification of limits and suggests 
how and when limits to knowledge appear as 
challenges that can advance knowledge.

BY PIET HUT, DAVID RUELLE, AND 
JOSEPH TRAUB

Piet Hut is Professor in the School of 
Natural Sciences at the Institute for 
Advanced Study in Princeton. While his 
main research area is theoretical 
astrophysics, he is frequently invovled 
in multidisciplinary collaborations, 
from geology, paleontology and 
cognitive science to particle physics and 
computer science. He is currently 
involved in a Tokyo-based project 
aimed at developing a special purpose 
computer for simulations in stellar 
dynamics, with a speed of 1 Petaflops. 
David Ruelle is a mathematical 
physicist whose interests have ranged 
widely from quantum field theory and 
statistical mechanics to chaos theory, 
etc. He has worked in Belgium, Switzer 
land, the United States, and is currently 
at the IHES in France. He is the author 
of Chance and Chaos (Princeton 
University Press, 1991). Joseph Traub is 
the Edwin Howard Armstrong Professor 
of Computer Science at Columbia 
University and External Professor at the 
Santa Fe Institute. He started his 
pioneering research on what is now 
called information-based complexity in 
1959. His current research includes 
mathematical finance, the computa 
tional complexity of economic models, 
and the implications of impossibility' 
theorems from theoretical computer 
science and mathematics for science. 
His latest book is Complexity and 
Information, Cambridge University 
Press, 1998.

© 1998 John Wiley & Sons. Inc., Vol. 3, No. 6 
CCC 1076-2787/98/06033-06

COMPLEXITY 33



which is likely to provide an increasingly 

severe barrier for further developments 

in computer building, and thus in our 

ability to simulate complex systems.

However, a barrier blocking progress 

in one direction can also be seen as an 

invitation to explore other directions. 

Thus, quantum computation [6] may by 

pass the limits posed by classical phys 

ics. And totally different avenues such as 

DNA computing [7] may also offer new 

possibilities. Historically, attempts to 

prove that something is impossible, as in 

the no-go theorems in physics [8], have 

blocked progress in certain areas for a 

considerable time by discouraging re 

searchers to even enter those areas, until 

someone discovered a fatal flaw in some 

of the unstated assumptions.

In general, any attempt to prove that 

something is impossible is at the same 

time an invitation to look for loopholes, 

hidden assumptions in such a proof, in 

order to find ways around the difficulties. 

As we argue in more detail below, the lim 

its inherent in a body of knowledge are 

intimately interwoven with the internal 

structure of that body of knowledge [9], 

and a deeper understanding of limits 

therefore leads to a deeper understand 

ing of the matter under consideration.

TRANSCENDING LIMITS 

Examples From Mathematics

A spectacular form of intrinsic limit 

to knowledge was the shocking in 

completeness theorem announced 

by Godel in 1931: in a formal axiomatic 

description of a part of mathematics (if 

not so simple as to be uninteresting, and 

if free from contradictions), there are 

statements that can neither be proved 

nor disproved [10]. This applies in par 

ticular to formalizations of arithmetics.

Godel's discovery thwarted Hilbert's 

program of reducing all of mathematics 

to mechanical procedures and seemed 

to place severe limits on what can be 

known in mathematics. However, now 

that we are getting used to incomplete 

ness results, it is not clear whether we 

really should interpret them as an indi 

cation of limits, as something that walls 

off areas of knowledge to the human in 

vestigator.

Instead of trying to answer this ques 

tion immediately, let us travel back in 

time, by a couple thousand years, to see 

whether a more removed historical per 

spective may be of some help. Let us 

take, instead of Hilbert's program, 

Pythagoras' program of understanding 

the world in terms of properties and in 

terrelations of the natural numbers (we 

refer to the usual tale; historical accuracy 

is difficult to assess and not relevant for 

our example).
For a while, Pythagoras' program 

seemed to be sailing along quite nicely. 

He and his followers also built up an im 

pressive body of mathematical knowl 

edge, and they were able to explain quite 

a lot in applied areas such as music. But 

then they discovered that the square root 

of two "did not exist as a number" (i.e., is 

not a rational number), a deeply shock 

ing result. With such a simple number as 

the length of the diagonal of a square with 

sides of unit length being "off limits," 

mathematics itself seemed to be unex 

pectedly limited.

O f course, nowadays nobody would 

consider this result to be in any way 

a limit. Rather, it is part of the struc 

ture of mathematics that V'2 is irrational, 

just as v-1 is an imaginary number [11].

Examples From Physics
Let us take a typical example of what 

strikes us as a severe limit in a physical 

theory: the fact that the finite speed of 

light poses an upper limit on the speed

Wormholes in space-time are
an example, through which

it might be possible to
communicate nearly
instantaneously over

(seemingly) large distances
without violating the speed

limit imposed locally by
special relativity.

of any material (as well as informational) 

object. Starting from Newton's classical 

mechanics, in which velocities of any 

magnitude are allowed, the existence of

an upper bound on possible velocities 

comes as a surprise and strikes one as a 

limitation.
However, if we had first learned to 

think in terms of general relativity theory, 

and only afterward tried to understand 

Newtonian gravity and mechanics in 

terms of differential geometry, the natu 

ral language of general relativity, an alto 

gether different picture of what is limited 

would have emerged. In this approach, 

Newtonian gravity is full of limits, in the 

form of seemingly arbitrary and compli 

cated restrictions, compared to the far 

simpler way that general relativity can be 

formulated in geometric terms [12].

Similarly, quantum mechanics seems 

strikingly incomplete from the view 

point of classical mechanics. The uncer 

tainly relation, for example, puts unex 

pected limits on what can be measured 

simultaneously. But if we turn the tables 

and start with a formalism that is more 

naturally suited to a quantum mechani 

cal description, it is classical mechanics 

that is glaringly "incomplete" and 

thereby limited, in that it simply omits 

processes such as quantum mechanical 

interference [13].

I n addition to the fact that some limits 

are thus seen to be in the eye of the be 

holder, it is quite possible that some 

local limits may be circumvented glo 

bally. Wormholes in space-time are an 

example, through which it might be pos 

sible to communicate nearly instanta 

neously over (seemingly) large distances 

without violating the speed limit imposed 

locally by special relativity [14].

Boundaries in Mathematics Leading 
to Bridges to New Physics
When physical theories lead to solutions 

with singularities (for instance, infinities), 

this generally means that the theory 

breaks down and that new phenomena 

appear, requiring a new theory. Thus the 

phenomenon of breaking of waves occurs 

when a simple theory of wave propaga 

tion leads to singular solutions.

MATHEMATICS, PHYSICS, AND REALITY
A natural classification of limits to scien 

tific knowledge offers itself: a distinction 

between limits that show up in our mod-
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els of the world versus limits that apply 
to the world as we know it through ob 
servation and experimentation. Within 
the physical sciences, the models are gen 
erally of a mathematical nature. In other 
areas, such as archaeology, coherent ex 
planations for observational data, while 
having their own logical structure, are 
typically not cast in mathematical lan 
guage. A more careful consideration, 
however, throws doubt on the validity of 
the model/world distinction. Let us look 
in some detail at the modeling process 
that is at the heart of any form of scien 
tific activity.

Science proposes theoretical schemes 
to describe the "real world." The connec 
tion with the real world involves an op 
erational description of how observed 
facts fit into a theoretical scheme. In other 
words, the challenge is to build increas 
ingly more accurate (usually mathemati 
cal) models of the world, together with 
recipes to connect those models with ex 
periments and observation.

S uppose, for instance, that we are in 
terested in electric circuits: Their 
mathematical theory is fairly 

simple but has to be supplemented by 
recipes for measuring voltages, resis 
tances, capacitances, etc. in the lab. Simi 
larly, land surveying has a simple theory 
(basically Euclidean geometry), which 
has to be supplemented by the use of 
geodesy instruments. Incidentally, these 
examples call for the remark that one 
needs the theory of electric circuits (Eu 
clidean geometry) to understand how 
voltmeters, etc. (geodesy instruments) 
function. What we call recipes may thus 
be modified or reformulated by use of the 
associated theory. One can, however, 
never completely remove the operational 
connection between physical world and 
mathematical model. Because this opera 
tional connection, which we call "reci 
pes," has no purely mathematical formu 
lation, it tends to be a bit messy and swept 
under the rug in many formulations of 
scientific theories [15].

Let us come back to limits and try to 
ascribe them to three different types: 
those in nature, those in the models we 
have built, and those that are inherent in 
our translation recipes. For definiteness,

translation 

recipes
(Mathematical) 

Model

The three realms of physics.

we can take the example of physics, for 
which these three areas are indicated in 
Figure 1.

What makes fundamental progress in 
physics hard is often not so much the in 
herent difficulties that are encountered 
within specific mathematical models, but 
rather the challenge of finding the proper 
choice of the pair {translation recipe, 
model}.

The question of the status of the trans 
lation recipes is something that is rarely 
addressed specifically in academic sci 
ence courses. Their very existence is of 
ten glossed over, and it is not even clear 
whether they are part of physics of math 
ematics. If we start from the side of phys 
ics, and ask which part of Figure 1 applies 
to mathematics and which part to phys 
ics, we might draw a picture as given in 
Figure 2a.

I n this figure, the natural world around 
us is assigned to the domain of phys 
ics. Clearly, translation recipes are not 

part of this natural world. Rather, they are 
designed by us in order to fit with our 
models. One might therefore argue that 
they should be grouped under the gen 
eral category of mathematical tools.

But as soon as we start from the other 
side of Figure 1, from the side of math 
ematics, it is clear that the mathemati 
cal models and frameworks are com 
pletely self-contained and do not even 
leave room for the existence of transla 
tion recipes. For example, the notions of 
ruler and compass may not be part of the 
fields being measured by a surveyor, but 
at least they are made from physical 
material. They are certainly never to be 
found within Euclidean geometry: they 
are neither axioms, nor theorems, nor 
any other form of mathematical entity.

This would suggest a classification as 
given in Figure 2b.

Faced with these alternatives, de 
picted in Figures 2a and 2b, neither of 
them feels quite right. But perhaps the 
real problem lies elsewhere. Maybe it is 
not just the uneasy status of the transla 
tion recipes that resists classification. 
Where else can we look? The mathemati 
cal models as such seem to be least prob 
lematic. But what about the status of the 
physical world?

One possibility, in a variation on Kant, 
would be to declare the physical world, 
as the realm of the "things in themselves," 
off-limits to direct scrutiny. The phenom 
ena we deal with are accessible to us only 
through the particular ways we choose to 
investigate them. So we might even argue 
that we have to shift the legitimate ter 
rain of physics towards a middle position, 
as illustrated in Figure 3. This may seem 
a bit extreme, but as we will see below, it 
can gives us an interesting handle on the 
status of limits.

We are now in a position to return to 
the question that led us to this classifica 
tion: how to distinguish between limits 
that show up in our models of the world 
versus limits that apply to the world it 
self. In other words, in contrast to scruti 
nizing models and recipes, what can we 
say about the existence of limits in the 
real world?

Q uestions about the real world do 
not come equipped with a math 
ematical model. Examples of ques 

tions about the real world include:

  Will there be major global climate 
changes due to human activities?

  Will the universe stop expanding?
  How did life originate on Earth?
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MATHEMATICS

pHYSICS

(Physical) 
World

translation 

recipes
(Mathematical) 

Model

A view from physics.

PHYSICS

translation 

recipes

M ATHEMATICS

(Mathematical) 
Model

A view from mathematics.

We get to choose the mathematical 
model. To rigorously establish a scientific 
limit we should show that every math 
ematical model that captures the essence 
of a scientific question is undecidable or 
intractable [41.

This may be a possible attack in prin 
ciple, but it is far from evident that it 
could actually be carried out. (Note, how 
ever, that in establishing the computa 
tional complexity of a mathematical 
model, we do permit all possible algo 
rithms to compete.)

In scientific practice, all that we en 
counter are measurements and interpre 
tations, together with applications that in 
turn are inspected through further mea 
surements. Therefore, if we critically ask 
what physics deals with, we are really 
forced to the conclusion depicted in Fig 
ure 3. Does this leave the real world out 
side of physics? Actually, what is left out

side of physics are ontological questions 
about the real world [16]. But the real 
world is there somehow and limits the 
physically acceptable pairs {recipe, 
model}. Unacceptable pairs are falsified 
by experiments.

A CLASSIFICATION OF LIMITS

I f one starts listing limits to knowledge, 
one soon finds that the items are het 
erogeneous but can be fit in categories 

that we now discuss (we leave out psy 
chological considerations, such as the 
question of to what extent human intel 
ligence may be a limiting factor). The cat- 
egories overlap somewhat (i.e., some 
items fit in several categories).

1. The Curse of the Exponential
There are problems that can be solved 
in principle, but are in fact intolerably 
hard. Chaos is an example, where the

time evolution of a physical sys 
tem is assumed to have a good 
mathematical model, but the ac 
tual calculation of the time evo 
lution is limited by the exponen 
tial growth of errors (important 
special cases are weather predic 
tion and the astronomy of the so 
lar system). More generally the 
problem of solving with suitable 
accuracy the equations proposed 
by physical theories may often be 
practically insuperable.

In computational complexity 
theory, one finds that the running 
time of any algorithm for solving 
certain problems increases unac- 
ceptably fast with the length of the 
input (exponentially or worse). 
For discrete problems, the conjec 
ture P ^ NP suggests a class of in 
tractable problems. On the other 
hand, many continuous problems 
have been proven exponentially 
hard in the number of variables 
[17]. (Note, however, that the con 
jecture and theorems concern the 
worst-case setting. For some 
problems intractability can be 
broken by switching to a stochas 
tic assurance.)

2. Asking the Wrong Questions
There are cases in which a question one 
may want to ask can be shown to have no 
answer in the framework of a given theory 
(wrong question). In other words, there 
are structural limitations to the questions 
one may ask. In quantum mechanics, for 
instance, one should not ask to specify si 
multaneously the position and momen 
tum of a particle. The work of Godel and 
Turing has shown that it is a bad idea to 
seek an algorithm deciding whether an 
arbitrary statement is true or false.

There is a curious relation between 
category 1 and 2: The fact that the 
halting problem for a Turing ma 

chine is undecidable can also be ex 
pressed by saying that the halting time is 
not a constructible function. In other 
words it grows very, very fast with the 
length of the input: faster than exponen 
tial, exponential of exponential, etc. 

What we now consider to be wrong
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questions were not always such. 
It was once reasonable to ask how 
\ 2 could be written as a rational 
fraction p/q or how some algo 
rithm could solve all mathemati 
cal problems (Hilbert's dream). 
The understanding of structural 
limitations that make such ques 
tions unanswerable is scientific 
progress.

3. Questions of Questionable 
Status
In physics one often does not have 
a completely reliable theory, and 
it is thus unclear whether a natu 
ral question that appears hard to answer 
corresponds to a fundamental limitation. 
A seemingly hard question (such as "what 
is the nature of phlogiston?") may turn 
out to have questionable status, and can 
eventually evaporate. To investigate 
whether a limitation is fundamental may 
thus lead to important theoretical 
progress. Currently in this category are 
problems related to cosmology and 
quantum gravity.

A nother example concerns the con 
sistency of arithmetic. Godel 
proved (1) that arithmetic cannot 

be proved internally to be consistent and 
(2) that it is either inconsistent or incom 
plete. Actually, arithmetic could be incon 
sistent, but a proof of contradiction 
would then probably be extremely long, 
perhaps so long that it could not be 
implemented in our physical universe 
118]. Thus even a very fundamental and 
natural question such as the one con 
cerning the consistency of arithmetic 
appears upon reflection to be of more 
questionable nature than one might have 
liked.

4. Emergent Properties
Another class of very difficult questions, 
\vhich seem to lead to fundamental limi 
tations of knowledge, arise in the study 
of emergent properties. One can con 
struct hierarchies of systems where each 
level can in principle be understood in 
terms of the level belo\v, such as:

??? < quantum field theory < atoms
< molecules < life.

PHYSICS

^ ———————
translation

recipes
—————— ̂

MATHEMATICS

(Mathematical) 
Model

From ontology to epistemology.

In practice, however, we are very lim 
ited in understanding the higher levels in 
terms of the lower levels. In addition, 
emergent properties in general are fuzzy. 
This in turn creates difficulties in classi 
fication. An example of problematic as 
pects of this fuzziness can be found in 
discussions of the anthropic principle, 
which tend to be inconclusive, simply 
because \ve know very little about life 
forms unrelated to us.

Surprisingly many systems with large 
numbers of degrees of freedom allow^ de 
scriptions in far simpler terms, with 
properties that are not at all obvious from 
the underlying system. These emergent 
properties point toward a higher level of 
organization, exhibiting less complexity 
than could be anticipated. (Coarse grain 
ing is one example of a simplifying pro 
cess that can uncover emergent proper 
ties.) But higher levels are not guaranteed 
to have simpler behavior (and not much 
has been found, for example, in fully de 
veloped turbulence).

5. Limited Access to Data
In some areas of science, the absence of 
sufficient data leads to severe limitations 
to knowledge. Historical limitations are 
in this category [5]. We maybe able to in 
fer many things about the origin of life, 
but it appears that we shall never have a 
detailed story of what really happened. 
Similar statements may be made about 
the origin of stars, of mankind, of lan 
guages, etc.

6. Sample Size of One
Cosmology, the study of the origin of the

universe and its overall structure, is an 
example of a discipline that deals with a 
sample size of one. Comparing theory 
and observation thus becomes more dif 
ficult, since a typical theory for the large- 
scale structure of the universe predicts 
numbers that have a statistical uncer 
tainty attached to them [19].

No matter how well we will ever be 
able to measure the particular realization 
we live in, this may not enable us to check 
whether our theory of universe formation 
is correct. Certainly any Popperian notion 
of falsifiability does not apply, as long as 
we cannot create other universes with 
which to check our theories. But then 
again, it is always risky to declare some 
thing to be "off limits," and recently vari 
ous ideas have been developed concern 
ing "multi-verses" [20].

7. Technological Limitations
They are practically important, but one 
should be wary of treating as fundamen 
tal some limits that can perhaps be over 
come by ne\v ideas. For instance, physics 
at the Planck energy appears very much 
out of present technological reach, but 
this does not mean that we shall never 
understand what is going on in this en 
ergy region.

DISCUSSION

L imits combine two opposite func 
tions: setting apart and joining. They 
partition the world (in fact, all that 

appears, in any form) into separate areas, 
in intricate and overlapping hierarchies. 
But, at the same time, they structure the 
interrelationships and communication
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channels between the pieces into which 
they seem to have carved up the world. 
Examples:

• a river or mountain separates and 
connects two areas;

• cell walls in biology allow the build 
up of complex hierarchical structures;

• \2 was first seen as not-a-number, 
later as a different type of number, 
where rationals and irrationals were 
joined as numbers but separated by 
their (ir)rationality property;

• the uncertainty principle: the very fact 
that position and momentum, for ex 
ample, are not simultaneously mea 
surable shows the unified nature of 
quantum reality.

E ach limit at first presents itself as a 
barrier, as something that sets apart. 
Further inspection then shows the 

connecting, bridging aspect of that limit. 
Thus, each limits provides us with a chal 
lenge: to look past its obstacle character 
to discover its key role in disclosing new 
areas of knowledge.
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